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SYSTEM REQUIREMENTS DOCUMENT

FOR THE

COMMON DRIVER TRAINER (CDT) SYSTEM
1.0 SCOPE.   This System Requirements Document (SRD) describes the requirements for the Common Driver Trainer (CDT).  The CDT will assist in the training of tactical vehicle drivers during initial entry training (IET) and sustainment as described in this document Annexes.  The simulator(s) will enable training in the critical driver tasks that can be repetitively trained in a simulator and are dangerous and/or infrequently trained in the "real world" (i.e. driving on ice, fording streams, driving under blackout conditions, driving down steep embankments when coming off an improved road, etc.).  The CDT shall be reconfigurable to accommodate the different vehicle variants as defined in the individual SRDs included as annexes to this document.  The CDT shall be composed of common modules that will be used no matter which vehicle platform the trainer is used for and a specific module for the different vehicle variants.  The components of the specific module shall be the driver compartment, instruments, visual display sub-system and controls for the driver, and the software required to operate the driver compartment and interact with the common modules.  The common modules shall be composed of the Motion Platform, Instructor/Operator Station (IOS), After Action Review (AAR), Visual Simulation, and Computational Sub-System.  The CDT shall be capable to be networked in order to operate up to six (6) driver trainer platforms with one IOS.  The driver training scenarios can be "scripted" to enable practice encountering the same terrain/traffic conditions repetitively, or programmed for random variations in traffic along the same route.  Scoring of the driver trainer scenarios are accomplished by the system so that training evaluation is consistent among all the students.
1.1  Background.

1.1.1  Common Driver Trainer.  The CDT is intended to train different vehicle platforms, to include Track vehicles, Wheeled vehicles and Heavy Machinery.  The CDT provides realistic and challenging training under simulated diverse weather and visibility conditions.  The CDT is for use in the institutional training environment and at various units.  At this time there is a requirement to build a driver trainer for the Stryker vehicle.  This will become the first Variant for the CDT.  The specific requirements for the Stryker vehicle and its different versions are included in Annex A of this SRD.  As requirements for other vehicle platforms are received, this document will be updated to add more annexes for the specific requirements for each CDT Variant.  

1.1.1.1  Common Modules.  The common modules in the CDT are the Motion Platform, Instructor/Operator Station (IOS), After Action Review (AAR), Visual Simulation, and Computational Sub-System.  These common modules will generally remain the same regardless of the vehicle platform used in the CDT.  The only changes to these common modules may be on the software used to operate the trainer and some hardware reconfiguration necessary to accurately simulate the actual vehicle. 
1.1.1.2  Specific Module.  The specific module in the CDT is composed of those components that provide the specific configuration and vehicle dynamics of the actual vehicle being trained.  The main components of the specific module shall be the driver compartment, instruments and controls for the driver, visual display sub-system and the software required to operate the driver compartment and interact with the common modules.  All the specific requirements for training scenarios for a specific variant are included in the Annex for the variant.

2.0  APPLICABLE DOCUMENTS

------
Common Driver Trainer (CDT), Training System Requirement Document (TSRD), Dated 27 January 2004 (FOR REFERENCE ONLY)

SAIC-01/7556&01
OneSAF Product Line Architecture Specification (PLAS), (Volume I: Architecture Overview, Volume II: Architecture Concept of Operations, and Volume III: Product and Component Specification)


Other OneSAF documentation includes the Product Line Requirement Specifications and the executable files for OneSAF along with the Data Base for JRTC and the Golden Data Base.

2.1  ORDER OF PRECEDENCE.  In the event of a conflict between the text of this document and the references cited herein, the text of this document takes precedence.  Nothing in this document, however, supersedes applicable laws and regulations unless a specific exemption has been obtained.

3.0  REQUIREMENTS

3.1  Basic Driver Training Tasks.  The CDT shall simulate the training tasks listed in the requirements section on the Annexes for each of the vehicle variants (see Annexes).  

3.2  System Level Requirements.  At a minimum, the CDT shall consist of the Common Modules (Motion Platform, IOS, AAR, Visual Simulation, and Computational Sub-System) and the Specific Modules (Simulated Driver Compartment, instruments and controls for the driver, visual display sub-system and the software required to operate the driver compartment and interact with the common modules).  The system set up time from an initial power up shall not exceed 10 minutes.  Set up time from initial power up is from the time the power switch in the system is turned on until all the computers and systems in the CDT are ready for crew selection, exercise initialization and database loading.  After initial power up is completed, the time to begin training in the CDT shall not exceed 5 minutes.  If needed, the set up time for the driver compartment and any hardware associated with the vehicle variant shall not exceed one (1) hour.

The CDT shall use the Interactive Multi-Media Instruction (IMI) with embedded Intelligent Tutoring Systems.  IMI is a group of interactive, electronically-delivered training and training support products, it includes instructional software and software management tools used in support of instructional programs.  Additional information on IMI can be found at http://www/dtswg.org/PDF Files/-3 hdbk.pdf .    

The CDT shall be able to train in a full Combined Arms Training Contemporary Operating Environment (COE) with Distributed Interactive Simulation (DIS) and High Level Architecture (HLA) compliance to interact and network with other existing simulators.  
The CDT shall have the components similar to those that OneSAF will have and shall be able to be integrated with OneSAF Objective System (OOS) in the future.  The CDT shall use either the current available OOS (OOS Block B) or any solution available by a contractor to provide the required capabilities of the driver trainer as stated in this document.  The CDT shall be able to integrate the SE Core components as they become available in the future (Standard Visual Models, Integrated AAR, Atmospheric effects, dynamic terrain, training support packages, master terrain data base – open format, and the Standard Rapid terrain data base generation processes).

The CDT shall only simulate the interior of the driver’s compartment of the specific vehicle.  Any training tasks that require access to the outside of the vehicle shall not be trained.  The driver shall be limited to respond to the tasks, emergency conditions and malfunctions that can be handled within the driver compartment.

The CDT contractor shall establish System integration laboratories (SIL’s) in Orlando and Ann Arbor within 1 month after contract award.  The contractor shall include the capabilities presented in the proposal in system and in the System/Subsystem Specification (SSS).

3.2.1  Common Modules Requirements

3.2.1.1  Motion Platform

3.2.1.1.1  Vehicle Simulation.  At a minimum, the CDT shall simulate the vehicle variant dynamically to the level of detail required to support the training tasks for the specific variant.  The CDT shall replicate the performance and handling of the actual vehicle and shall include any differences in performance/handling of the vehicle variations.  Vehicle simulation shall include at a minimum the following vehicle components:

a. Engine

b. Fuel system

c. Power Train/Transmission Gearbox

d. Electrical system

e. Brakes

f. Steering

g. Clutch/Transmission Selector

h. Accelerator

i. Suspension System

j. Hull

k. Communication system

3.2.1.1.2  Vehicle Dynamics.  

a.  The CDT shall simulate the dynamics of the actual vehicle variant with sufficient fidelity to adequately train students.  The vehicle dynamics shall be based on simulations of the physical characteristics of the above vehicle components, and the interaction with the terrain topography, terrain obstacles (all natural and man-made), surface, and soil characteristics surrounding the simulated vehicle variant.  The system shall provide the sensor information and feel to the student when operating a plow or any other earth moving device.  The modes to be simulated shall include normal operation, malfunctions, emergency conditions, vehicle motion along and about all axes, rate of turn, acceleration, speed, angular velocity, transmission selection, and terrain surface/conditions.

b.  The CDT shall simulate vehicle crashes and collisions.  All collisions of own-vehicle with moving models, cultural features and other database features shall be detected at the point of collision.  The collision object type, vehicle speed and direction shall be sensed and processed at a rate sufficient to meet the system transport delay/synchronization requirements.  CDT system shall provide an appropriate aural, vehicle dynamic simulation, motion and visual response to all crashes and collisions.  

3.2.1.1.3  Motion Simulation.  

a.  Any motion capability provided shall simulate the motion (pitch, roll, yaw, heave, surge, and sway) associated with the operation of the actual vehicle variant with sufficient fidelity to adequately train vehicle students.  In addition, at a minimum the CDT shall also provide simulated motion associated with the following:  acceleration; deceleration; braking; rates of turn; collisions; skids; banks; turns; sluggish steering; pivot steering, tire blowout; loss of steering; loss of brakes; brakes locked; transmission lock-up; engine overspeed; clogged filters (oil, air, fuel); terrain following; speed; traction; and suspension and motion resulting from terrain surface conditions (e.g., hard, gravel, mud, sand, ice, snow, and water).  In addition, interactions with the environment (e.g., collisions) shall be appropriately simulated.

b.  The displayed visual image and the driver compartment/motion platform movement shall be synchronized to produce a realistic simulation of the vehicle in motion over roads or terrain.  In addition, the driver compartment, its enclosure and the motion platform shall allow for the reconfiguration/removal/replacement of the specific module for future updates/reuse.  Performance of the aural cues and visual display scenes shall be coordinated with movement of the motion platform.  The physical movement of the motion platform shall be determined by computations based upon the actual vehicle variant driver compartment motion (pitch, roll, yaw, heave, surge, and sway), and shall correspond in real-time to driver actions and terrain/environment/vehicle interaction. 

c.  The sensation of motion shall be representative of the sensations experienced in the actual vehicle.  The acceleration of the CDT’s driver compartment in any axis should correspond to the actual vehicle acceleration experienced under similar ride and configuration conditions.  Representative vibrations should also be simulated by the CDTs.  Vibration cues shall be generated at frequencies approximating those experienced in the vehicle variant.  Such vibrations shall represent normal and abnormal vehicle vibration, control-induced changes of the vehicle, oscillations, rough/smooth terrain characteristics, vehicle impact, brake application/release. 

d.  The CDT motion simulation shall minimize the effect of the students to experience vertigo, motion sickness, or simulator sickness.

e.  The motion platform shall be electrically actuated but shall not be hydraulics. 

3.2.1.1.4  Transport Delay/Synchronization.

The trainer transport delay shall not exceed 105 milliseconds for visual, motion, aural and/or instrument cues, nor shall exceed 35 milliseconds between any two cues.  Transport delay shall be defined as the time from when an input is initiated at the vehicle controls, sampled, processed through the cueing systems, output to the visual display, motion actuators, and vehicle instruments, and these respective cueing systems provide a detectable output change in response to the input.

3.2.1.2  Instructor Operator Station (IOS).  The system shall have an IOS that permits control of up to 6 (six) Driver Trainers from one IOS.  The IOS shall be capable of simultaneously controlling and monitoring up to six (6) driver trainers even if they have different vehicle configurations (Variant) and/or are operating under a different database or a different scenario.  The system shall be able to network of up to 6 (six) Driver Trainers to allow the six driver trainers to interact in the same scenarios and allow man-in-the-loop convoy training tasks.  

3.2.1.2.1 Instructor Capabilities. 

a.  At a minimum, the IOS shall provide the capability for the instructor to control the CDT(s), monitor the student(s) performance in real time, and maintain/access the student records.  The activities of the student(s) in the driver compartment and status of the training scenario shall be displayed to the instructor on a monitor. 

b.  The IOS shall provide, as a minimum, the following features for the instructor to utilize for the effective instruction of the student(s) and control of the CDT: 

1. Allow enrollment of students (manually and electronically) at any time in the exercise.  Capability to enroll students individually, by group or by category.

2. Selection of training scenarios/terrains and instructor functions.

3. Real-time monitoring and control of executing scenarios. 

4. Access to performance data and student records. 

5. Allow monitoring of motion system status. 

6. Restricted access to maintenance personnel for system maintenance and diagnostic software. 

7. Ability to power up/down the CDT. 

8. Permit insertion of single and multiple faults/malfunctions/emergency conditions (three minimum and simultaneously) in free-run scenarios. 

9. Capability to select and deselect friendly/enemy fire during non-graded (free run) scenarios. 

10. Allow hard copy printout of all instructor menu/monitor screens and performance analysis data (including maps and video snap shots).  Also, it shall allow to save the different screens and print them as required.

11. Allow selection of weather/driving conditions (e.g., night, fog, snow, mud, ice) with associated vehicle dynamic in free run scenarios.

12. Allow two-way communications between the instructor and student(s).  The IO shall utilize cordless (wireless) or wired headsets (headphone and microphone) to permit untetherd access to all CDTs under his control.  Also, it shall provide a visual image of the student(s) inside the driver’s compartment.

13. Capability for the instructor to take control of the simulated vehicle from outside the driver compartment and maneuver the vehicle in the scenario. 

14. Indication of driver actions and conditions (e.g., transmission shifted, accelerator or brakes depressed, type of terrain surface simulated vehicle is on, etc.). 

15. Ability to perform emergency CDT power shutdown.

16. Ability to playback execution of a scenario by a student with the same visual,  aural, and instrumentation cues and scoring as the original execution. The instructor shall have the option to playback, at any time during or prior to exiting the scenario. The instructor shall have the capability to freeze the scenario at any time during the training session and then resume training from the point the scenario was frozen. Once frozen, the instructor shall have the capability, at a minimum, to playback, exit scenario, display student performance analysis, print student performance analysis and unfreeze.

17. Replicate and display in real time the student(s) visual scenes (to include the images from the window, view port, hatch, etc, on the front, side, etc), real time location of simulated vehicle displayed on a topographical map with indication of the “ideal path” for the instructor to guide the student to the desired location in the data base. 

18. Provide multiple magnifications of the topographical map which are selectable by the instructor.   The topographic maps shall provide all features necessary to provide situation awareness to the instructor about the student(s) own vehicle.

19. Display and/or provide status of all appropriate instruments, gauges, controls and menus from the driver compartment to enable the instructor to monitor student actions/reactions. 

20. Provide work surface and seating for instructor. 

21. Ability to select and display performance analysis data (present and past training sessions). 

22. Provide real time display of errors generated by student(s) as they occur during scenario. 

23. Ability to select or deselect motion for each training session. 

24. Provide separate volume controls for aural cues and communications. 

25. Repeat scenario selection, which allows repeat of a currently frozen or just-completed scenario. 

26. Allow instructor to freeze and terminate scenario. 

27. The system shall have the option to make the weapons effect deadly if desired.
28. Capability to bypass normal vehicle engine start sequence. 

29. Capability to bypass normal night vision device startup sequence. 

30. Ability to select and deselect automated instructional voice messages.

31. Capability of free run scenarios.

32. Ability to edit and create scenarios.  The system shall have a scenario development package (password protected), to allow modifications and/or creation of scenarios. 

33. Allow instructor to insert malfunctions/emergency conditions as described below.

34. Allow different levels of password protection for administrative personnel and Instructors.

35. Capability of a birds eye view of the exercise, that the Instructor can select or de-select at any time.

36. IOS displays shall utilize a Graphical User Interface (GUI) that allows the instructor to taylor the information and view of each monitor

37. The IOS shall utilize split screen monitoring capabilities to monitor any or all of the operational CDTs (up to six CDT variants) controlled by the IOS.  Monitoring shall include CCTV, all imagery and all data pertinent to the scenario.  Split screen monitoring shall be utilized to maximize the amount of simultaneous data presented to the IO and minimize the number of displays used to present the data.

38. The instructor shall have the capability to control each CDT from a hand held keypad associated with each CDT.  The hand-held key-pads will duplicate the run-time controls for the CDT.

39. Capability to view a 3-D Stealth view of each CDT scenario.  3-D Stealth view eyepoint shall be controllable by the IO or attached to any moving entity in the scenario.

3.2.1.2.2  IOS Networking.  The CDT shall have the capability of networking several IOS’s if they are located at specific location for the purpose of having a common database.  This common database shall be a single point for storing, maintain and access the students records and performance data.  Each IOS shall be slave to a master server that will be the single point for all the information. 

3.2.1.2.3  Performance/Proficiency Analysis. 

a.  The CDT IOS shall provide automatic performance grading for pre-programmed scenarios. 

b.  The student’s performance shall be compared and graded  against predetermined criteria for student actions. The general areas of scoring shall as a minimum include management of switches and controls, physical control of the vehicle, response to malfunctions, and actions required by the tasks identified for the different vehicle platforms as described in the Annexes. 

c.  The full performance/proficiency analysis shall be available to the instructor for electronic display and printout in hard copy form. The instructor shall also be provided the option to store the student performance/ proficiency analysis or discard it. 

3.2.1.2.4  Performance/Proficiency Analysis Storage and Access. 

The CDT shall store the performance/proficiency analyses to a central mass storage device in the IOS, which creates a record of student performance on various scenarios. The mass storage device shall provide storage/access for a minimum of 1500 students with 100 records per student.  In addition, at least 15 training classes under each of at least 17 Programs of Instruction shall be supported simultaneously.  It shall be possible to enroll as many as 200 students in a single class.  The Instructor shall be capable of accessing any student record from the IOS, not yet archived.  The IOS shall allow management of the student records to retrieve, review, update, correct, delete, archive, and printout selected student performance (by name or ID number) or group performance data.  In addition, the IOS shall provide the ability to enroll/delete students, create/delete classes, create/delete scenarios, and insert previously archived student’s records back into an active class.  The IOS shall have the capability to download or upload the student records into or from an external storage media.  All training management capabilities provided at the IOS shall also be available as part of the CDT capabilities.

3.2.1.2.5   Malfunctions/Emergency Conditions Selection and Cancellation.  

Malfunctions/emergency conditions shall be selectable by the instructor at any time from the IOS during a free-run scenario (a non-preprogrammed scenario).  For preprogrammed scenarios, the malfunctions/emergency conditions shall be predetermined by the scenario content and shall not be alterable by the instructor.  The CDT shall simulate any combination of malfunctions/conditions and permit the insertion of single and multiple malfunctions/emergency conditions (three minimum and simultaneously) into scenarios. Similarly, selected malfunctions/emergency conditions may be deselected at any time.  In both preprogrammed and free-run scenarios the students’ responses to the malfunction/emergency condition shall be scored.  Once the malfunction/emergency conditions occur in the scenario, it shall be possible for the instructor to cancel the malfunction/emergency condition during training.  Completion of the proper malfunction/emergency condition response sequence by the student shall cancel those malfunctions and emergency conditions that can be canceled without instructor intervention.  Instructor cancellation of a malfunction/emergency condition shall occur as a result of the following:

a.  Student successfully completing requirements of a “fatal malfunction/emergency condition” which disables vehicle regardless of student action.

b.  Student fails to react to a malfunction/emergency condition resulting in a disabled vehicle.

c.  Student fails to react correctly to a malfunction/emergency condition or fails to complete all steps required to react to the malfunction/emergency condition.

3.2.1.2.6  Progression.  Progression shall be determined based on the scores obtained by the student in previous exercises.  At the completion of an exercise, if the student passes the exercise the system will provide the next recommended exercise based on the score obtained.  The Instructor shall be able to;

a.  Select the next recommended exercise, 

b.  Run the previous exercise by selecting the exercise by number.


c.  Select a different exercise by selecting the exercise by number.


d.  Run same exercise by selecting re-run.

Selection of an exercise other than the computer recommended exercise will not affect the normal progression of the student.  At the completion of an exercise selected by number the student must go back to the next exercise required to continue in the normal progression.

3.2.1.3  Visual Simulation.  The CDT shall provide real-time color computer generated visual images of sufficient detail to adequately train vehicle students.  In addition, the visual simulation shall provide the essential cues required by the student to assess simulated vehicle position and velocity, characteristics of the terrain, and other information necessary to operate the simulated vehicle in training scenarios.  The visual system shall consist of the image generation system, display system, terrain database(s), static and dynamic models, and any associated hardware and/or software required to simulate the vehicle visual/sensor scene environment.  The terrain databases shall simulate an area of 20km x 20km to satisfy the requirements for the training tasks, procedures, postures, terrain features and conditions for the vehicle variant been trained.  In addition, the terrain features shall be of sufficient detail, content, features, and variety effects to meet the requirements for the training tasks for each vehicle variant.

3.2.1.3.1  Performance Characteristics.  The image generation system and display system for each vehicle variant shall provide real-time visual and sensor displays of the synthetic environment for the simulated viewpoint positions and attitudes.  The visual system imagery shall change with and be dictated by simulation events from the host.  The system shall provide visual and sensor information concerning the environment, other units and events relevant to the exercise and vehicle system operation as would be available under the corresponding real world conditions.  Sufficient detail shall be available to provide this information and to provide realistic depth perception over terrain surfaces.  Unless otherwise specified, all of the specified performance and image generator capabilities shall be available simultaneously at any time during the training scenario(s). 

3.2.1.3.2  Functional Training Capabilities.  A continuous visual scene shall be provided for seamless unrestricted movement throughout the entire synthetic environment.  

3.2.1.3.3  General Training Scene Requirements.  Training visual imagery with the capabilities specified in this document shall be provided for all visual displays.  Definitions of the specific environment databases, the geographic regions of coverage and supporting model databases are provided as a separate section in this document and in the Annexes.  Training visual imagery shall be consistent with the real‑world environment being depicted.  The simulated features shall be similar to the real‑world area in appearance, frequency of occurrence and other characteristics.  Sufficient detail shall be available to provide this information and to provide realistic depth perception over terrain surfaces as it would be provided in the real world.

3.2.1.3.4  Image Generator (IG)  The IG shall be an Evans & Sutherland EPX​​-50 which consists of real‑time computer image generation and image processing equipment.  Computer image generation is considered to include that class of system that provides true perspective two-dimensional displays of stored three-dimensional databases.  Image processing refers to operations performed on pixel image data.  The requirements of this section are applicable to the visual scene as seen through the windshield, mirrors, vision blocks, and sensor utilized within the vehicles.

3.2.1.3.4.1  Polygon Capacity.  The image generator shall provide a minimum of 18,000 polygons per channel.  The polygon capacity shall be met regardless of the displayed image geometrical orientation, distribution of polygons within the displayed image, number and distribution of moving models and the worst case combination of special processing and display features invoked.
3.2.1.3.4.2  Range of Vision.  At full visibility, the image generation system shall display visibility not less than 5km for prominent terrain and any tactically significant cultural features that serve as navigation landmarks on the terrain.  For the terrain surface, moving models, special effects, cultural objects and static objects, the image generator shall support object detection within a range of 2000 meters for unmagnified views.  The transition in the detail portrayed from close in to the full 5km range shall be subtle and non-distracting to the trainee. 

3.2.1.3.4.3  Update Rates & Channel Synchronization.  The displayed scene shall be generated from updated position and attitude data for the viewpoint and all moving entities at a rate not less than 60Hz.  All channels in the IG shall be updated and the updated image displayed synchronously.

3.2.1.3.4.4  Pixel Fill Rate.  Pixel fill shall be sufficient to satisfy the image update rate specification under all specified scene conditions in each view. This pixel capacity shall be satisfied regardless of the displayed image geometrical orientation, distribution of polygons within the displayed image, pixel overwrites,  number and distribution of moving models and the worst case combination of special processing display features invoked, and/or polygon complexity attributes (i.e., texture, anti-aliasing and shading).

3.2.1.3.4.5  Occulting.  Each IG channel shall provide partial or total occulting, as appropriate, of surfaces and light points by surfaces nearer to the simulated viewpoint. Occulting surfaces shall be unrestricted in orientation with no restrictions in viewing angle. The IG shall properly occult all objects in the simulated environment with respect to the viewpoint (including sensors).  Sufficient occulting levels shall be provided to properly occult all of the surfaces that can be drawn in a channel. There shall be no ghost images or shadows in the image (static or dynamic) from occulting errors.  The system shall not show back plain occulting.  Light points shall also be occulted properly at boundaries between polygons of a multiple polygon surface.

3.2.1.3.4.6  Color.  Each IG channel shall provide a minimum of 24 bits per color component (i.e., red, green, blue) allowing for 16.78 million unique colors to be represented.

3.2.1.3.4.7  Color Processing.  Luminance and chrominance information processing shall be accomplished with sufficient resolution and accuracy to ensure stable, continuous color at the display with minor discernible abrupt transitions and mach banding except as demanded by the phenomena being simulated.  The visual system shall also preclude visible instantaneous changes in color and intensity due to changes in fading and shading as the eyepoint moves through the scene.  The computed color and intensity shall be a function of reflectance, luminance, illumination magnitude and direction, range and atmospheric effects. 

3.2.1.3.4.8  Image Quality.  The following artifacts shall be controlled to the extent specified below.  Exceptions shall require explicit approval of the government.  Any of the following shall not cause any degradation in training and/or shall not be the cause of any negative training.

a.  Image ringing

b.  Convergence errors

c.  Mach banding

d.  Moiré patterns

e.  Scintillation of texture

f.  Scintillation of small features

g.  Flashing of polygons or texture or other anomalies such as that caused by depth buffer accuracy 

h.  Inter-raster edge flicker

i.  Image swimming 

j.  Quantization of scene elements (stair-stepping and line crawling of edges and breakup of long narrow surfaces)

k.  Multiple ghost images

l.  Frame-rate reduction

m.  Delay to visually represent temporal special effects

o.  Dynamic resolution/sharpness degradation with image motion

p.  Field tracking

q.  Raster line pairing

r.  Aliasing such as that caused by interactions of scene elements with the raster structure 

s.  Flashing and streaking of entire polygons and scan line segments

t.  Abrupt transition of scene elements between adjacent pixels

u.  Flashing and streaking by visual features due to logic errors and other causes

v.  Abrupt changes in illumination, color, or intensity, e.g., flicker, and flashing

w.  Level of detail transitions

x.  Feature popping

y.  Disappearing Features

z.  Occulting errors

aa.  Floating/buried features

ab.  Terrain gaps

ac.  Terrain spikes 

3.2.1.3.4.9  Load Management.  The IG system shall control the scene content across all channels to accomplish the required image density and to manage the scene content around own vehicle and to prevent rapid changes in level of detail, color, and transparency for individual objects close to own eye point.  Fade in of three-dimensional objects close to own eye point shall be accomplished smoothly in a manner that precludes the objects "popping" into the scene and prevents distraction.  A high density of three-dimensional objects shall be maintained around own vehicle.

3.2.1.3. 4.10  Texture.  The IG shall be capable of mapping image and pattern data onto all polygons in the environmental database.   The effect of transparency, shading, illumination, and all other simulated characteristics specified for polygons shall be reflected in the texture-mapped polygons.  
3.2.1.3.4.10.1 Static Texture Mapping.  The image data shall be spatially fixed on the surfaces and display correct perspective and orientation as the viewpoint and mapped surface move in the displayed image.  The texture shall remain fixed relative to the underlying polygons and shall be valid for all orientations of objects and polygons in the environment  

3.2.1.3.4.10.2  Dynamic Texture.  Dynamic texture patterns shall be provided which have the capability to move in any direction on the surface to which it is applied.
3.2.1.3.4.11  Shading.  The image generator shall support the smooth and curved surface polygon shading of terrain and cultural features and models.  Shading shall not result in any Mach band or other color discontinuities in smooth surfaces.  

3.2.1.3.4.12. Atmospheric and Meteorological Effects.  Simulation of atmospheric and meteorological effects shall be provided.  Atmospheric and meteorological effects shall include clouds, overcast, fog, rain and snow.
3.2.1.3.4.13. Illumination.  The IG shall be capable of illuminating the visual scene by both natural and unnatural sources.
3.2.1.3.4.13.1  Natural Illumination.  Natural illumination shall include day, dusk/dawn and night.  

3.2.1.3.4.13.2  Light Points.  The IG shall be capable of producing light points for the visual enhancement of the database.  The light point capacity shall be sufficient to meet the training requirements specified herein in concert with satisfying the image update rate specification under all specified scene load conditions in each channel. 

3.2.1.3.4.13.3  Artificial Light Sources.  The IG shall be capable of illuminating data base surfaces and objects in a defined pattern and intensity fall-off from own vehicle head lights, driving lights and spotlights as applicable.  The illumination pattern shall emanate from an appropriate position affixed to own vehicle and be steerable if applicable.  Own vehicle illumination shall be controlled from the driver’s compartment.
3.2.1.3.4.14  Moving/Repositionable/Switchable Models, Animations & Special Effects.  The IG shall be capable of displaying a combination of dynamic and static models, as appropriate, to simulate the full complement of vehicles, trailers, buildings, bridges, and fixed and movable obstacles, animations and special effects with no performance degradation.  A minimum of 24 dynamic (six degree of freedom) models, animations and special effects shall be provided.  It shall be possible to reassign the moving coordinate systems to different displayed objects.  

3.2.1.3.4.15  Traffic Models.  Urban traffic on highways and secondary roads shall be provided to add in training convoy tasks and defensive driving tasks.  

3.2.1.3.4.16  Ground Guide.  A host controlled, animated ground guide shall be provided with a minimum of 20 animation sequences corresponding to real-world directions when performing the critical maneuvering tasks. The signals shall include both day and night (military flashlight in hand) military hand and arm signals.  The ground guide signals shall be interactively controlled by evaluating the simulated vehicle’s movement and position relative to a pre-defined desired path. The simulated ground guide shall not conduct actions which are unsafe and/or procedurally incorrect.

3.2.1.3.4.17  Terrain Following.   The attitude of all visible land vehicles shall reflect the terrain surface shape and orientation based on the elevation at a minimum of three support points.  For own vehicle, contact point elevations and underlying soil types shall be at a sufficient rate to meet the vehicle dynamics requirements and the terrain and object interaction requirements for the type of vehicle.  Own-vehicle attitude shall reflect the surface orientation.

3.2.1.3.4.18   Weapon Impact Detection.  All weapon impact points on the ownvehicle shall be detected.  Other weapons effect such as artillery explosions, cannon and missile fire, etc shall be designed as distractions to the student.

3.2.1.3.4.19  Transport Delay.  The visual system transport delay shall be minimized and must be sufficient to support the vehicle training tasks and satisfy the overall system transport delay.

3.2.1.3.4.20  Database Storage Capacity.  Although only one database shall be in use (selected) at any given time on any given visual system, each visual system shall have enough mass storage capacity to simultaneously accommodate two complete databases.  The system shall be capable of importing databases to support the training environment required by the user.  The databases used in the system shall be SEDRIS compliant.
3.2.1.3.4.21  Scene Content Management.  Scene content management shall optimize the training value of the system by ensuring a maximum of needed visual cueing information for current operating conditions, and ensuring a minimum of scene discontinuities and other distracting image processing artifacts.  The IG scene content management shall operate in a gradual, continuous manner to prevent rapid changes in level of detail, color and transparency for individual objects close enough to own eyepoint to cause distraction to the trainee.

3.2.1.3.4.22  Overload Prevention.  The system shall detect impending overload conditions prior to the occurrence of any scene discontinuity and shall adjust system parameters to maintain scene continuity.  Both hardware and software scene content measures shall be used.  Reduction in frame rate update shall be used as a last resort only until load management is accomplished, as long as the minimum refresh rate of 60Hz is met.   

3.2.1.3.4.23  Sensor Simulation.  The IG shall simulate the imagery and characteristics of any sensors or electronically generated/modified image sources that are contained in the specific operational vehicle.

3.2.1.3.4.24  Image Generator Interface.  The CDT to image generator interface shall utilize the Common Image Generator Interface (CIGI) version 3.0 or later.
3.2.1.3.5  Visual Display System.  The visual display system shall portray the simulated training environment to the trainee utilizing the visual interface (e.g., windshield/windows, vision blocks, periscopes, direct view through open hatch, sensors, etc.) with applicable obscurations/restrictions of the specific operational vehicle being simulated.  The visual display system configuration shall be scalable in terms of dimension and number of channels to optimize the displays for the specific driver’s compartment configuration and the training requirements.

3.2.1.3.5.1  Luminance.  Luminance shall be no less than 5 foot-Lambert (ft‑L) at the center of each display channel. 

3.2.1.3.5.2  Contrast Ratio.  The minimum contrast ratio for all displayed images shall be 10:1 for each display channel.

3.2.1.3.5.3  Total Geometric Accuracy.  The total geometric distortion for each display shall minimize the error in apparent location for any point in the scene relative to the true projected position.

3.2.1.3.5.4  Adjacent Channel Matching.  Variations in color, brightness, contrast, and resolution between adjacent channels shall be minimized for the full range of simulated conditions.  Gaps between displays shall be minimized and shall not impact training effectiveness.

3.2.1.3.5.5  Image Stability.  The displayed image shall not drift more than two pixels per four hours of continuous operation.

3.2.1.3.5.6  Field-Of-View (FOV).  The CDT shall have a FOV as specified in the requirements section on the Annexes for each of the vehicle variants (see Annexes). 

3.2.1.3.6  Visual and Sensor Image Database(s).  A stored digital representation of the training environment imagery shall be provided to support the visual and sensor simulations.

3.2.1.3.6.1  Training Environments.  The training environments shall be designed to fulfill tracked vehicles, wheeled vehicles and Heavy Machinery training requirements.  The training environment shall be developed as described below.  The environment shall be designed to fulfill vehicle training requirements, and shall be capable of supporting the specified training capability.

3.2.1.3.6.2  Primary Training Environment.  A database shall be developed that supports the vehicle training tasks of paragraph 3.1.  The training environment shall be a high resolution database that is a minimum of 20km X 20km.  The environment shall be a continuous representation of terrain elevation, terrain features (trees, rivers, soil type, etc.) and cultural data, and shall be required to smoothly blend the terrain and the features comprising the database (e.g., connect and/or continue rivers, roads, power lines and hilly areas) to avoid unrealistic discontinuities.  The database shall have specific terrain areas that support various driving environments and situations.  Terrain areas shall vary from flat plains to steep mountains with cultural features and objects that meet specific training requirements located throughout.  The road network shall feature paved and unpaved roads with roads varying in size from simple trails to a four lane freeway/autobahns.

3.2.1.3.6.3  Detailed Training Environment and Model Requirements.  The CDT training environment shall be modeled at a resolution that is consistent with the type of terrain being depicted and provides the appropriate terrain/vehicle interaction for the type of terrain being traversed.  In areas of some regions, this will be equivalent to DTE level 5 (1m), in other areas DTE level 2 (30m) or 1 (1km).  The training environments shall also conform to the specific requirements in the annexes for each variant.

3.2.1.3.6.4  Training Regions.  The CDT database shall have at a minimum the following specific terrain regions and characteristics:

3.2.1.3.6.4.1  Mountain Region.  The mountain region shall have a combination of forest trails and winding mountain roads that includes steep drop offs and switchback curves.  The road layout shall include areas with restricted line of sight visibility ahead of own vehicle and oncoming traffic due to road layout and/or terrain or cultural objects.  The mountain region shall include two tunnels of one and two lanes.  The mountain region shall have at least one bridge or confined roadway section with a nearby bomb crater. The mountain region shall also include a high bridge over a gorge or pass.

3.2.1.3.6.4.2  Rolling Hills Region.  The rolling hills region shall have both paved roads and unpaved roads/trails along with traversable terrain areas with no road/trail structure. There shall be an assembly area and a marked and unmarked minefield in the navigable terrain area. Included in the rolling hills region shall be a village with intersections that present restrictive turn/maneuvering situations.   

3.2.1.3.6.4.3  Steep Hills Region.  The steep hill region shall be the foothills transition region between the rolling hills terrain region and the mountain region.  The steep hills region is very hilly with winding roads.

3.2.1.3.6.4.4  Plains Region.  The plains region shall be relatively flat terrain with small, subtle elevation changes and areas of thick and sparse vegetation.  It will offer an extensive road network of paved and unpaved roads along with traversable terrain areas with no road/trail structure.  The plains area shall include terrain features such as streams and ditches that either require caution when crossing or are uncrossable.   

3.2.1.3.6.4.5  Village Region.  There shall be village region where there are several different size villages that are interconnected by a grid of roads.  The villages shall include internal roads and intersections that present restrictive turn/maneuvering situations.  Villages can also contain unpaved areas that allow vehicles to maneuver between buildings.   Outside at least one village is a river bridge with a nearby bomb crater.  There shall be a bridge that has a posted weight limitation than the gross vehicle weight with a resulting collapse if the vehicle tries to traverse. The village region shall have an area with farms and cultivated fields.

3.2.1.3.6.4.6  Urban Region.  There shall be a large city that connected to a road grid external to the city boundaries.  The city will provide multiple internal roadways of varying width (two lane, four lane, divided, etc.) and intersections (90 degree, acute angle, obtuse angle).  The city will also contain unpaved areas that allow vehicles to maneuver between buildings.  

3.2.1.3.6.4.7  Motor Pool Region.  The motor pool region shall include a motor pool, loading areas, driving courses, obstacle area and a small village.  The motor pool shall contain a hardstand area with maintenance buildings and parked static vehicles.  One building shall be able to be driven into for maintenance.  The loading area shall contain a heavy equipment trailer transporter loading area, a rail loading area, and an air transport loading area with aircraft models representing the C-130 rear ramp loading, the C-17 rear ramp loading and the C-5 rear ramp loading.  The driving course area shall include a standard driving course, a pylon driving course and an off road driving course with a variety of terrain configurations (e.g., such as moguls, uneven terrain, high angle hill, etc.) The terrain obstacle/water area shall have walls, trenches, logs, rocks, abatis, forest trails, tactical bridges (Bailey and AVLB), shallow fords, deep water fords, unfordable streams, mud, sand, lakes and marshy areas. 

3.2.1.3.6.4.8  Highway.  The four-lane interstate like highway shall wind through or near all of the task regions above. The highway shall have cloverleaf, interchange or intersection access to all of the road networks in the various regions. 

3.2.1.3.6.4.9  Data Base Surround.  There shall be a data base surround area of low resolution, generic terrain that will extend out to the visual range beyond the edge of the 20km X 20 km primary training environment.  Data base surround shall prevent seeing the edge of the database.  

3.2.1.4  After Action Review (AAR)

An After Action Review (AAR) system shall be provided to allow off-line review of training results. The AAR system shall record and playback all of the scenario and include the capability to pause, rewind, and fast forward (2x, 4x and 8x) the playback exercise.  The AAR shall be functionally available at any time after the completion of a scenario and shall not preclude the concurrent use of any other CDT system modules (i.e., IOS and STS) for training purposes. The AAR shall offer center, right, left, DVE image generator channel views and the bullet camera video feeds.  The playback of a training scenario, either pre-programmed or free run, shall recreate the visual, aural and instrumentation cues of the original execution. The AAR shall be designed to allow the recorded footage to be archived on CDR disks that can be played on standard PC workstations and DVD players. 

3.2.1.5  Aural Cues/Communications. 

a.  The CDT shall provide realistic real-time aural cues appropriate to the vehicle dynamics, malfunctions, terrain, and exterior occurrences.  In addition, the CDT shall provide realistic automated instructor voice messages within preprogrammed scenarios in order to provide instructions to the trainee and reduce instructor workload.  A computer voiced IMI instructor/assistant shall provide corrective input to the student.  These instructions shall be pre-programmed in the system; the instructor shall have the option to disable this capability.

b.  The CDT shall have the capability of generating at least on hundred twenty eight (128) aural cues simultaneously (or 64 simultaneous if all require stereo playback)  when required by the training conditions.  Training shall support prioritization of cues.  The aural cues and communication sounds shall be maintained at a safe level.

c.  The CDT shall allow students to utilize the helmet that is utilized in the actual vehicle or the appropriate gear used for communications in the actual vehicle.  Two-way communication between the instructor and students shall be provided.  This shall be accomplished via headsets and the students’ appropriate head gear or a microphone located in the driver compartment.  Students undergoing training will supply the students’ helmets or appropriate head gear.  Aural cues shall be provided over all headsets, helmets, and through a loudspeaker in the driver compartment of CDT.  The instructor may select the helmet, loudspeaker or both for student aural cues.  The instructor shall have control over aural cue and communications volumes. 

3.2.1.6  Computational Sub-System.  All computational system hardware and software shall be designed to satisfy the functional performance requirements specified in this document.  The system shall be supportable and have a robust capability for future modification and expansion. 

3.2.1.6.1  Open Systems Architecture.  The computational system shall implement the Joint Technical Architecture – Army (JTA-A) and High Level Architecture (HLA)/DIS for interfaces, services, and supporting formats to enable components to be utilized across a wide range of systems with minimal change, to interoperate with other components, and to interact with users in a style which facilitates portability.  The system shall utilize well defined, widely used non-proprietary interfaces/protocols and standards developed or adopted by industry recognized standards bodies.  All aspects of system interfaces will be defined to facilitate new or additional systems capabilities for a wide range of applications.  RTI/DIS manager will be incorporated into the CDT architecture.

3.2.1.6.2  Hardware Requirements.  Commercial and non-developmental components shall be used wherever practicable and selected in a manner that minimizes the number of different types of spare parts and minimizes associated logistics costs.  Common computer configurations shall be provided for the CDT processors. 

3.2.1.6.3  Software Requirements.  Commercial and non-developmental software components shall be used wherever practicable and selected in a manner that provides flexibility, maintainability, and reusability while minimizing life-cycle support costs. The CDT system software will automatically detect and reconfigure for new hardware. 

3.2.1.6.4  Computer Processing Requirements.  Each computer shall provide performance characteristics that meet the functional requirements of this specification.  Iteration rates, data structures, and algorithms shall provide mathematically consistent and stable simulations.  Each computer shall have a minimum of 50% spare processing capacity under worst case conditions.

3.2.1.6.5  Computer Control Function.  A computer control function shall provide control of the computational system and shall include start-up from a powered-down condition, loading CDT operational programs, initialization to a ready-for-training status, management of system diagnostics, training session reset or termination, and system shutdown.  The full use of the control function shall not require more than one person.

3.2.1.6.6  Computer Hardware Resource Utilization Requirements.  The computational system shall provide adequate processor capacity, memory capacity, input/output device capacity, auxiliary storage capacity, and communications/network equipment capacity to satisfy the performance requirements of this specification.  An upgrade path or strategy shall be identified for future modification and/or expansion.  At least 50% of the total RAM available in each computer shall be spare capacity.  The total mass storage (i.e. hard disk) shall have a minimum of 70% spare capacity.

3.2.1.6.7  Software Portability.  The CDT software shall be capable of being ported to alternate hardware platforms with minimal effort and with no loss of functional capabilities.

3.2.1.7  Training Scenarios. 

a.  The CDT shall have the capability to generate training scenarios from the IOS.  The IOS shall generate all training scenarios with a degree of randomness that allow the exercises to be different every time they are generated.  The training scenarios shall provide an optimum mix of dynamic models, static models and special effects located at random in the visual database to provide a realistic image of the scenario.

b.  The CDT shall have the capacity to store preprogrammed and non-preprogrammed training sessions as stated for each specific variant.  The memory capacity of the CDT to store the training sessions shall be no less than 300GB.

c.  Preprogrammed scenarios are those which have predetermined tasks to accomplish, preset malfunctions/emergency conditions, and have known criteria/performance parameters established in order to evaluate the student for correct performance.  The use of directional signs, natural cultural features, specific climatic environmental conditions (such as time of day, season of year, etc.), moving models, and digitized instructor voice messages shall be provided within preprogrammed scenarios in order to reduce instructor workload.  For each preprogrammed scenario, the instructor shall be provided with digitized text describing the tasks and conditions to be trained and grading criteria of the scenario.  Specific vehicle associated hazards, which would need to be represented in the CDT to ensure training realism, shall be specifically addressed and covered in training scenarios.  More than one task and element from the Training Tasks can be contained in a preprogrammed scenario.  At a minimum, all tasks and elements from the Training Tasks in paragraph 3.1 shall be included in the preprogrammed scenarios. 

d.  The CDT shall allow non-preprogrammed (free-run) scenarios, which have no-predefined ideal paths or training tasks to be completed and allows the student to travel anywhere in the terrain database (within the limits of terrain traversability). The instructor shall have the capability to set weather and environmental conditions (time or day, visibility, and season) in free-run scenarios.

3.2.2  Specific Module Requirements

3.2.2.1  Simulated Driver Compartments.  The CDT shall simulate the physical and functional characteristics of the vehicle variant driver compartment with sufficient fidelity to adequately train the students.  All critical instruments, indicators, gauges, controls, lights, circuit breakers, switches, displays, and the like required to support the training tasks defined in paragraph 3.1 shall be provided.  In addition, the above items shall be located in the same relative position as in the actual vehicle.  Detachable devices shall also be simulated, see the Annex for the variants for a list of these devices that applies to each variant.  Items normally present in the driver compartment of the vehicle but not critical for training the required driver tasks shall be presented in mock-up form.  See Annexes for more specific requirements for each CDT variant.

All controls, gauges, and instruments of the driver’s compartment that are non-tactile and not used for training shall be dimensionally accurate to within +/- 20%.  All non-tactile used for training shall be dimensionally accurate to within +/- 15%.  All tactile components used for training shall be dimensionally accurate within a tolerance of +/- 0.25 inches.

The  location within the driver compartment of tactile and non-tactile components that are used for training shall be accurate within 1 inch and maintain the relation between adjacent components within .25 inches.  Non-tactile components that are not used for training shall be located within 1.5 inches of their actual position.  All measurements shall be made from a single reference point.

The driver compartment shall include fresh air circulation and exchange system.

3.2.2.2  Interface Software.  The software used to operate the driver compartment and to interact with the common modules shall be capable of being installed in the common modules with no loss of functional capabilities.  The software shall be installed in no more than ten minutes by one operator only.

3.2.2.3. Visual Display Sub-System.  The visual display sub-system shall portray the simulated training environment to the trainee utilizing the visual interface (e.g., windshield/windows, vision blocks, periscopes, direct view through open hatch, sensors, etc.) of the specific operational vehicle being simulated.  The visual display sub-system configuration shall be optimized for the specific driver’s compartment configuration and the training requirements.  The visual display sub-system shall meet the requirements of 3.2.1.3.5 (Visual Display System) and its sub-paragraphs.
3.3  IA Acquisition Policy.  The selection of Information Assurance (IA) and IA-Enabled products shall comply with the National Security Telecommunications and Information System Security Policy (NSTISSP) No. 11 – National Information Assurance Acquisition Policy.

 

3.3.1  Security Technical Implementation Guide (STIG).  Each computer operating system shall comply with the latest Security Technical Implementation Guide (STIG) available at https://iase.disa.mil.  The STIG is a collection of security regulations and best practices for securing an operating system, network or application software.

 

3.3.2  Vulnerability Scans.  All systems shall be Information Assurance Vulnerability Alert (IAVA) compliant during development and operation.  Each system shall be subjected to the Internet Security Systems (ISS) and Security Threat Avoidance Technology (STAT) scans.  The first ISS_STAT scan shall be performed before software development acceptance testing is started and last scan shall be performed before the system is fielded. 

 

3.3.3  Security Accreditation.  Prior to fielding to the user site, the system shall meet all requirements to obtain an Authority-to-Operate (ATO) statement from the Material Developer.  The system shall be designed to meet the requirements documented in the DoD information Technology Security Certification and Accreditation Process (DITSCAP), DoDI 5200.40, System Security Authorization Agreement (SSAA) and be compliant with Army Regulation 25-2, Information Assurance, dated 19 Nov 2003.

3.4  Safety Considerations.  The motion platform shall include a visual device that it is activate when the motion platform is in use.  This device shall be visible from the IOS.  The area under and around the motion platform shall be marked as safety zone and confine this area.  The system shall provide an emergency exit for the student to exit the driver compartment in case the motion platform freezes in an elevated position.  The CDT shall comply with the Human Factor requirements for accessing the system.  A smoke detector shall be located inside and outside the driver’s compartment, if activated by smoke or fire, an audio and visual alarm inside the driver’s compartment shall be activated to indicate the problem.  Additionally, when the smoke detector is activated the power to the CDT shall be removed and the system shall come to a complete stop.  An emergency, battery operated light in the driver’s compartment shall provide the student with enough light for a rapid and safe exit.  A constant (trickle charger) battery backup will be provided for the motion system hardware.

3.5  Reliability, Availability and Maintainability Requirements
-  The CDT shall have a Mean Time to Repair (MTTR) of 1,0 hour.

-  The CDT shall have a Mean Time Between Failure (MTBF) of 500 hours per trainer.
-  The CDT shall have an Operational Availability goal (Ao) of 95%.  The trainers will be used 8 hours/day, 5 days/week, 50 weeks/year equaling 2,000 hours per year.  The availability rate of 95% translates that the trainers shall be available at least 1,900 of those hours.

3.6  Support Equipment.  No special test equipment or fixtures shall be required.

3.7  Human Systems Integration.  The CDT shall be designed to minimize the onset/occurrence of motion sickness.  Simulated equipment fidelity design shall assure limitations and fidelity are not contributing factors in driver fatigue.

a.  The design, selection, and arrangement of CDTs equipment shall ensure ease, efficiency, and safety of operation in the performance of all functions by CDTs personnel (student and instructor) in fulfilling the intended use of the CDTs.  This includes provisions for adequate ventilation inside the driver compartment.

b.  All software, hardware, and communications designs shall include ergonomic features to enhance workstation ease of use. 

c.  The CDT software shall minimize system response time and inconveniences to instructors and students caused by delays in setting up new exercises, or calling up new screens, etc.  

3.8  Facility Requirements.

3.8.1  Operational Climatic Environment.  The CDT shall be designed for operation within a climatically controlled facility.  The CDT shall operate without degraded performance within the following ambient environmental conditions:

a.  Temperature: 15 to 29 oC. (59 to 85 oF).

b.  Relative Humidity: 30 to 80  percent, non-condensing. 

3.8.2  Non-operational Climatic Environment.  During transit and storage of the trainer and associated components, the systems shall accept ambient environmental conditions within the following extremes without degradation:

a.  Temperature: -10 to 45 oC.  (14 to 113 oF).

b.  Relative Humidity: 0 percent to 95 percent, non-condensing.

3.8.3   Power.  The CDTs shall be able to operate at 60 Hz, 120 Volts Alternating Current (VAC) single phase, 208/120 VAC three phase over the steady state tolerance of ± 10 percent in voltage and ± 1 percent in frequency and shall utilize 60 Hz.  The equipment shall be protected from power fluctuations, sags, surges, and transients.  Each computer shall have a supplemental non-interruptible power supply to allow time to shut down the computers normally in case of a power failure.  The electrical system design and installation shall be in accordance with ANSI NFPA 70.  

3.8.4  Ceiling Clearance.  The CDT shall be able to fit in a room with no more than a 16 foot ceiling.  The motion system will have a 3 foot safety clearance buffer (from ceiling and closest walls or permanent building structures) when it moves thru its full range of motion in the facility.
3.8.5  Storage of Vehicle Variant Components.  Each vehicle variant shall provide for the storage location of the specific components for that variant.

3.9  Transportation and Basing.  The CDT shall be permanently installed in a fixed facility and shall be transportable (air, ground and sea) by standard commercial transportation.  The CDT shall be of adequate strength to withstand, without damage, normal stresses incident to movement, handling in transit, hoisting, and tie-down aboard transporting vehicles.  Major units shall be constructed such that installation, assembly, and disassembly can be accomplished with no special equipment or tools and without the necessity of soldering, cutting, welding or other destruction of material.  The major units shall have provision for movement by forklifts. 

3.10  Shock and Vibration.  All parts of the CDT shall be adequately designed to prevent performance degradation and damage (e.g., loosening of fasteners, disturbance of adjustable settings, etc.) during shock and vibration environments normally encountered during shipment/transportation (by ground or air) and for shock and vibration encountered during training.  Displays and optics shall not suffer permanent damage due to excursions within the design limits of the motion system.

3.11  Interoperability  The CDT shall be JTA-A, HLA/DIS Compliance.  The system shall provide interoperability capability with other external training devices through High Level Architecture (HLA)/Distributed Interactive Simulation (DIS) Link.
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